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Abstract
There are several applications of sequential web mining, which is used to find the frequent subsequences in a web log in the World Wide Web (the web). We implemented a tool to analyze the sequential behavior of web log access patterns in multiple-dimensions. Sequences of frequent access patterns may change temporally and spatially. Based on the specified criteria like year, month, day, hours and location, the end-user is able to tune the minimum support threshold parameter intuitively using the fuzzy inference mechanism. Domain experts are able to access several criteria, including minimum support threshold and number of accesses according to the user intuition, which is later, transformed into fuzzy inference parameters. We propose two different types of rule bases by considering the (support-minimum support, minimum support) and (support, minimum support), i.e., interval and case-based. To test our proposal, we used the web log dataset of the Department of Computer at the University of Calgary to analyze sequential access patterns of students during February and March carried out in the campus by taking the midterm dates into account. The results reported in this paper are promising; they demonstrate the applicability and effectiveness of the proposed approach.

1. Introduction

Data Mining is the notion of all methods and techniques that allow analyzing very large data sets to extract and discover previously unknown structures and relations out of such huge heaps of details. The information is filtered, prepared and classified so that it will be a valuable aid for decisions and strategies [1]. The web contains close to 350 million web pages and its daily growth rate is around one million web pages [2]. With the huge amount of information available online, the web is a fertile area for data mining research. This shows the necessity for analyzing and discovering the web. Web mining appears to be the crossroad of research from several communities, including the database information retrieval within AI and especially the sub-areas of machine learning and natural language processing [3]. Web mining is mining from web repositories. Its main tasks are defined as web structure, web content and web usage mining. Web content mining is related to the discovery of useful information from web content, data, documents and services, whereas web structure mining is to mining the structure of hyperlinks within the web itself (inter-document structure is used instead of web content mining, which is relevant to intra document structure). Web usage mining mines secondary data generated by users' interaction with the web. Web usage data includes data from web server access logs, proxy server logs, browser logs, user profiles, registration files, user sessions or transactions, user queries, bookmark folders, mouse-clicks and scrolls, and any other data generated from users access to the web [4]. Web usage mining process has three main steps: data preparation, pattern discovery, and pattern analysis phases [6].

Sequential pattern mining was first introduced by Agrawal and Srikant (AprioriAll) [5]. It discovers and analyzes the frequent patterns in a sequence database. Thus, by mining frequent sequential patterns ordered correlations, we get remarkable sequences not necessarily adjacent to each other [5, 8,11,13,17,19]. Sequential pattern mining may be defined as follows: given a collection of transactions ordered in time and each transaction contains a set of items, the goal is to find sequences of maximal length with support above a user-specified threshold. A sequence is an ordered list of elements, an element being a set of items appearing together in a transaction. Elements do not need to be adjacent in time, but their ordering in a sequence must follow the time ordering of the supporting transactions [7]. Finally, sequential rule mining may contain different types of constraints [20].

Web access pattern is a sequential pattern in a large set of accesses, namely web log. Log analysis is the first step in Web usage mining. Several commercial and shareware systems exist for the logtraffic analysis, and the majority of them are statistical reports, e.g., Analog,WebLogs, WebLog, Statst, Follow 2, and WUM, which can be characterized rather as a sequence miner [21]. Other type of applications include: to cluster user groups to analyze their navigational patterns and discover some correlations between them or correlations between the web pages and the users for recommendation and personalization purposes in adaptive or non-adaptive manner [22].

Many frequent patterns will be related to time and location due to the changing environment of web sites and user profiles accessing them. This is also valid for several different applications like customer behavior, stock market fluctuations, etc. Using the multi-dimensional information related to web accesses will be
more effective since the classified patterns are more effective. This operation helps experts in filtering required accesses [23]. The minimum support threshold may not be certain. It may be intuitively defined by domain experts. Fuzziness comes from the uncertain and imprecise nature of abstract thoughts and concepts [24].

The purpose of the work described in this paper is to propose a tool to aid domain-experts in undertaking the process. We assume that this tool has pre-specified criteria like year, month, and week of the day, time interval and location. We store all the information in a database and data is pulled from the web log repository per the specified criteria. Also, experts are eligible for defining the rule base for calculating minimum support threshold. All the frequent sequences are generated depending on the rules entered to the rule base. For the conducted experiments, we used the web access log of the Computer Science Department at the University of Calgary. The reason for giving alternative dimensions, different views of its look, for the criteria entry is that users may vary with respect to the time, web site changes in addition to that, especially, for the university load of the system may change based on exam dates. We propose two different types of fuzzy rule bases. The first one considers the difference support-minimum support value, and minimum support: the other considers support and minimum support values. In this tool, the user enters all the fuzzy linguistic values in terms of the number of accesses and later support and minimum support threshold values are re-scaled according to the maximum and minimum number of accesses given by domain expert. We modified the existing WAP implementation [27], and included those two types of fuzzy rule inference mechanisms in the evaluation of support with respect to user intuition, changing needs, and preferences.

The rest of the paper is organized as follows. An overview of the necessary background is presented in Section 2. The proposed approach is described in Section 3. Experimental results are given in Section 4. Section 5 is the conclusions.

2. The Necessary Background

Sequential Mining of Web Navigational Behavior:

Several accesses existing in the web log can be regarded as sequences of pairs of user and events. This is another version of sequential pattern mining applied on web logs. Let E be a set of pages existing in the web log. Sessions can be identified simply based on web accesses, by giving a threshold [25, 26].

According to the problem statement given by Pei Jian et al. [27]:

A web access sequence \( S = e_1, e_2, ..., e_n \) (where \( n \) is the length of the sequence) is also called an n-sequence and it is not necessary that \( e_i \neq e_j \) for \( i \neq j \) in an access sequence \( S \), i.e., repetition is also allowed in a sequence. For example, 1-1-2 and 1-2 are two different access sequences in which 1 and 2 are different web pages.

An access sequence \( S' = e'_1, e'_2, ..., e'_p \) is called a subsequence of \( S \), and hence \( S \) is a super-sequence of \( S' \), denoted \( S \supset S' \), if and only if there exist \( (1 \leq i, j \leq n) \) such that \( e'_i = e_i \) for \( (1 \leq i \leq p) \). Further, access sequence \( S' \) is a proper subsequence of sequence \( S \), denoted \( S \supsetneq S' \), if and only if \( S' \) is a subsequence of \( S \) and \( S' \neq S \).

In access sequence \( S = e_1, e_2, ..., e_n \), suffix of \( S \), \( S_{\text{suffix}} = e_{n}, e_{n-1}, ..., e_1 \), is a super sequence of the pattern \( P = e'_1, e'_2, ..., e'_p \) where \( e_{n+1} = e'_1 \) which is a subsequence of \( S \), and \( S_{\text{prefix}} = e_1, e_2, ..., e_p \) is called the prefix of \( S \) with respect to pattern \( P \).

Given a set of access sequence \( S_1, S_2, ..., S_n \), where each \( S_i \) is called web access sequence. The support of access sequence \( S_i \), denoted \( \text{sup}(S) \), in the web access sequence is defined as:

\[
\text{sup}(S) = \frac{|\{S_i|S \subseteq S_i\}|}{m}.
\]

<table>
<thead>
<tr>
<th>Table 1. Web Access Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transaction ID</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>100</td>
</tr>
<tr>
<td>200</td>
</tr>
<tr>
<td>300</td>
</tr>
<tr>
<td>400</td>
</tr>
</tbody>
</table>

We may have sequences of different length. Events (pages) can be repeated in an access sequence or pattern due to the frequent navigation behaviors of the users. Any pattern can get support at most once from one access sequence. For example: given the minimum support threshold 50% in Table 1: we obtain 1, 2, 3, 1-2, 1-3 as the frequent navigational behaviors of users. Finally, for the purpose of the study described in this paper, we extended the WAP algorithm described in [27], which in general has three basic steps:

1. Scan web access sequences once and find all frequent events.
2. Scan web access sequences to construct a WAP-tree over the set of frequent events.
3. Recursively mine the WAP-tree.

Fuzzy Logic:

A classical set is a set with a crisp boundary, i.e., there is no unambiguous boundary. Membership degree of an element can take two values 0 or 1, i.e., an object is either entirely in the set or not. Whereas a fuzzy set as its name implies is a set without crisp boundary; there is gradual transition from "belonging to a set" to "not belonging to a set", and this smooth transition is characterized by membership functions that give flexibility in modeling commonly used linguistic expressions. Fuzziness comes from the uncertain and imprecise nature of abstract thoughts and concepts [24].

Fuzziness may be summarized as follows: X is usually referred to as the universe of discourse. If X is a collection of objects denoted generically by x then fuzzy set A is defined as a set of ordered pairs:
where $\mu_A$ is called the membership function that maps each object $x$ of domain $X$ to a continuous membership value between 0 and 1.

There are several classes of parameterized ways to define membership functions: triangular, trapezoidal, gaussian and bell functions are mostly used.

During the definition of our rule base, we have two types of fuzzy space partitioned with seven linguistic variables: $L_1=\{\text{Very Low, Low, Low Medium, Medium, Medium High, High, Very High}\}$ and $L_2=\{\text{Very Negative, Negative, Slightly Negative, Zero, Slightly Positive, Very Positive}\}$, denoted $L_1=\{\text{VL, L, LM, M, MH, H, VH}\}$ and $L_2=\{\text{VN, N, SN, ZE, SP, P, VP}\}$. Each linguistic variable is a parameterized trapezoidal membership function (see Figure 1). Support and minimum support values may be entered by domain expert in terms of the given linguistic variables represented by trapezoidal membership functions, each specified by four parameters $(a, b, c, d)$:

$$\text{trapezoid}(x; a, b, c, d) = \max(\min(\frac{x-a}{b-a}, 1, \frac{d-x}{d-c}, 0))$$ (3)

An object $x$ may be member of different fuzzy classes with different membership degree values. We have two approaches for the rule base. An example of the first one is a conjunctive fuzzy rule $R_q$:

IF minimum support is $A_q$ and support is $A_2$ THEN pattern is $c_q$.  

where $R_q$ is the q-th fuzzy rule, $x=\text{minimum support, support}$ is a 2-dimensional object of $X$, $c_q$ is the consequent class (frequent/infrequent) and each $A_q$ is an antecedent fuzzy set (see Figure 1).

An example of the second one is a conjunctive fuzzy rule $R_q$:

IF minimum support is $A_q$ and $d=\text{support-minimum support}$ is $A_2$ THEN pattern is $c_q$.  

where $R_q$ is the q-th fuzzy rule, $x=\text{minimum support, support}$ is a 2-dimensional object of $X$, $c_q$ is the consequent class (frequent/infrequent). Note that the interval of the fuzzy variable interval given in Figure 1 will change from $[0, 1]$ to $[-1, 1]$ for this case.

If the degree of membership of an object with corresponding antecedent $A_q$ is denoted by $m_q$ then the firing strength $\mu_A$ of a rule using max-min composition is:

$$\mu_A = \min(m_1, m_2, ..., m_q).$$ (4)

For the consequent part, $c_q$ it is also possible to specify the frequent and infrequent linguistic membership functions of the system in terms of trapezoidal functions as shown in Figure 2.

Fig. 2. Fuzzy Space Partitioned with Two fuzzy classes (Reject, Accept).

Fuzzy logic is used in the rule base in order to free domain experts from defining the fuzzy partitioning for both the antecedent and consequent and (b) be capable of controlling the support and minimum support and the acceptance policy for the frequency of the navigational behavior.

3. The Proposed Approach

Assume that we have a huge repository of web accesses; our system pulls data from the database by considering the criteria by the domain expert. The parameters are year, month, day of the week, hour interval and access from the campus or outside the campus. The architecture of the developed approach is shown in Figure 3.

Fig. 3. Architecture of the proposed system
format shown in Table 2 [28]. We partitioned web log accesses into sessions by using the algorithm described in [29], of course after preprocessing the log and removing unnecessary files (other than .htm, html, js, .php, .cgl, .doc, .txt, .pdf, .ps).

Table 2 Common Log Format

<table>
<thead>
<tr>
<th>Request</th>
<th>Log Time</th>
<th>Auth</th>
<th>IP</th>
<th>User Agent</th>
<th>Status Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>GET</td>
<td>2005-03-28 10:01:12</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Algorithm 1 Sessionization of the Web Accesses

Input: \( t, \Delta t, |L| \)
Output: \( S, |S| \)

For each \( L \in L \)

If method=GET and URL is a Web Page(htm, html, asp, js, php) then

if \( \exists S \_o \) open sessions with IP_\_o = IP then

if \( (t_{m} - \Delta t, end(t_{m})) < S \_o \) then

\( S_{o} = (IP_\_o, Pages_\_o, URL_\_o) \)

else

Close Session(\( S_{o} \))

Open Session (IP_\_o, URL_\_o)

end if

else

Open Session (IP_\_o, URL_\_o)

end if

Using Algorithm 1, web sessions are created and unnecessary objects existing in the web log are filtered out. After the creation of the web log database, the critical part of the system is the user criteria and rule base definition implementation.

It is probable that under different conditions and different criteria and the varying domain expert’s intuition, frequent navigational behaviors will give different results. In the entry window shown in Figure 4, it is permitted both to roll the required data under the different dimensions as explained and the fuzzy rule base such as the definition of seven linguistic membership functions and the fuzzy rule membership function to count on the sequence as frequent and infrequent.

In this definition window, both rules and web access pages can be specified. Here, we made a modification. Support and minimum support are re-scaled by considering the entered number of access parameters for the linguistic parameters. When the sequence support values of web pages are calculated, the values are pronounced around \( 1 \times 10^{-5} \) s. So, internally for both fuzzy spaces: we use (VL, VH) and (VN, VF) values, respectively, to re-calculate the minimum support and the support values. Apparently, we try to adopt those parameters to the user-given values and then we can play with the values around \( 10^{-5} \) s, instead of very small numbers. Besides, it will give a better way to the end user to express the linguistic parameters with numbers. After the related data and rules are specified, WAP is called with the given minimum support threshold value.

We propose two approaches for the rule definition. The first, named Case1, considers the case based analysis of the support and minimum support. For the example given in Figure 4, we have the rule base given in Table 3. Still it is allowed to enter different rules from the entry window after doing some checks. It should be noted that rules should be entered regarding the monotonicity of the sequences.

Fig. 4. User Criteria and Rule Base Definition

Table 3. Rule Base for Case1 (Frequent (F)-Infrequent (NF))

<table>
<thead>
<tr>
<th>Minimum support</th>
<th>VL</th>
<th>L</th>
<th>LM</th>
<th>M</th>
<th>MH</th>
<th>H</th>
<th>VH</th>
</tr>
</thead>
<tbody>
<tr>
<td>VL</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>L</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
</tr>
<tr>
<td>LM</td>
<td>NF</td>
<td>NF</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>M</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>MH</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
</tr>
<tr>
<td>H</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
</tr>
<tr>
<td>VH</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
</tr>
</tbody>
</table>

The second approach, named Case2, considers the interval based analysis of \( \Delta = (support - minimum support) \) and minimum support. For the example shown in Figure 4, we have the rule base given in Table 4. Here we may assume that we only take the negative part of \( \Delta \) into account for this example, but the user can modify the selections in the cross-table, so it is not fixed.

Table 4. Rule Base for Case2 (Frequent (F)-Infrequent (NF))

<table>
<thead>
<tr>
<th>Minimum support</th>
<th>VL</th>
<th>L</th>
<th>LM</th>
<th>M</th>
<th>MH</th>
<th>H</th>
<th>VH</th>
</tr>
</thead>
<tbody>
<tr>
<td>VL</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>L</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
</tr>
<tr>
<td>LM</td>
<td>NF</td>
<td>NF</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>M</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>MH</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
</tr>
<tr>
<td>H</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
</tr>
<tr>
<td>VH</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
<td>NF</td>
</tr>
</tbody>
</table>

Based on Table 3, let \( L = (VL, L, LM, M, MH, H, VH) \) be the definition of the linguistics, and \( \{support,
the actual values. Later in the program, they are recalculated according to the linguistic parameters given for the rule base.

<table>
<thead>
<tr>
<th>Minimum Support</th>
<th>WAP</th>
<th>Case1</th>
<th>Case2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.002</td>
<td>3416</td>
<td>4743</td>
<td>3752</td>
</tr>
<tr>
<td>0.003</td>
<td>1105</td>
<td>2122</td>
<td>1779</td>
</tr>
<tr>
<td>0.004</td>
<td>496</td>
<td>1023</td>
<td>715</td>
</tr>
<tr>
<td>0.005</td>
<td>299</td>
<td>483</td>
<td>367</td>
</tr>
<tr>
<td>0.006</td>
<td>207</td>
<td>493</td>
<td>281</td>
</tr>
<tr>
<td>0.007</td>
<td>156</td>
<td>474</td>
<td>226</td>
</tr>
<tr>
<td>0.008</td>
<td>118</td>
<td>370</td>
<td>182</td>
</tr>
<tr>
<td>0.009</td>
<td>92</td>
<td>194</td>
<td>123</td>
</tr>
<tr>
<td>0.010</td>
<td>81</td>
<td>194</td>
<td>105</td>
</tr>
</tbody>
</table>

4. Experiments

We conducted our experiments on Intel Xeon 1.40 GHz CPU, 512 MB RAM Windows XP Dell PC. We used the web log of the department of computer science at the University of Calgary as the dataset.

During the pre-processing stage, the information stored in the web log is extracted and all the sessions are identified using Perl script with the time threshold specified as 30 minutes (see Algorithm 1). The entire users IPs are also kept confidential for privacy issues.

We used the SQL Loader utility to transfer the data to Oracle database 8i Personal Server Edition on the server side. We implemented the User Criteria and Rule Base Definition component in Microsoft Visual Basic 6.0. This module selects the accesses conforming to the first step of the algorithm in WAP in order to reduce the search space as much as possible and hence for reducing the memory requirements as much as possible. In addition to this, the existing code of WAP was modified by attaching a fuzzy inference mechanism. We entered the criteria as: Year in (2002, 2003), Month in (February, March); Time between 8:00:18:00 and Accesses from the campus.

For test purposes, we obtained 645,000 web accesses. According to the experiments, for minimum support threshold values (0.002, 0.003, 0.004, 0.005, 0.006, 0.007, 0.008, 0.009 and 0.01), for both cases, we got the results given in Table 5. Here, given threshold values are

5. Conclusions

This study aimed at proposing a new improvement on the existing implementation proposed in [27]. A fuzzy rule mechanism with two different approaches has been proposed to help domain-experts in discovering interesting patterns. The analysis of interesting patterns found with the fuzzy inference mechanism could give the navigational pattern behavior by taking domain-expert’s intuition into account better by controlling several parameters leading to several cases or intervals. We tested both alternatives with different threshold values. Tuning the parameters also requires an iterative feedback mechanism. We are working on approaches to tune the fuzzy parameters with the selected minimum threshold value set automatically. Another improvement would be regarding the limitations of WAP since it runs in the main memory, a pre-processing was done, although it may not be enough for some cases.
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